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BACKGROUND OF THE INVENTION

The Open Systems Interconnection (OSI) Reference
Model defines seven network protocol layers (I.1-1.7) used to
communicate over a transmission medium. The upper layers
(L4-L7) represent end-to-end communications and the lower
layers (I.1-L3) represent local communications.

Networking application aware systems need to process,
filter and switch a range of .3 to L7 network protocol layers,
for example, 1.7 network protocol layers such as, HyperText
Transfer Protocol (HTTP) and Simple Mail Transfer Protocol
(SMTP), and L4 network protocol layers such as Transmis-
sion Control Protocol (TCP). In addition to processing the
network protocol layers, the networking application aware
systems need to simultaneously secure these protocols with
access and content based security through 1.4-L.7 network
protocol layers including Firewall, Virtual Private Network
(VPN), Secure Sockets Layer (SSL), Intrusion Detection
System (IDS), Internet Protocol Security (IPSec), Anti-Virus
(AV) and Anti-Spam functionality at wire-speed.

Improving the efficiency and security of network operation
intoday’s Internet world remains an ultimate goal for Internet
users. Access control, traffic engineering, intrusion detection,
and many other network services require the discrimination
of packets based on multiple fields of packet headers, which
is called packet classification.

Internet routers classify packets to implement a number of
advanced internet services such as routing, rate limiting,
access control in firewalls, virtual bandwidth allocation,
policy-based routing, service differentiation, load balancing,
traffic shaping, and traffic billing. These services require the
router to classify incoming packets into different flows and
then to perform appropriate actions depending on this classi-
fication.

A classifier, using a set of filters or rules, specifies the
flows, or classes. For example, each rule in a firewall might
specify a set of source and destination addresses and associate
a corresponding deny or permit action with it. Alternatively,
the rules might be based on several fields of a packet header
includinglayers 2, 3,4, and 5 of the OSI model, which contain
addressing and protocol information.

On some types of proprietary hardware, an Access Control
List (ACL) refers to rules that are applied to port numbers or
network daemon names that are available on a host or layer 3
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device, each with a list of hosts and/or networks permitted to
use a service. Both individual servers as well as routers can
have network ACLs. ACLs can be configured to control both
inbound and outbound traffic.

SUMMARY OF THE INVENTION

A system, method, and corresponding apparatus relates to
classifying packets.

A method may use a classifier table having a plurality of
rules, the plurality of rules having at least one field, and build
a decision tree structure including a plurality of nodes. Each
node may represent a subset of the plurality of rules. For each
node of the decision tree, the method may (a) determine a
number of cuts that may be made on each at least one field
creating child nodes equal to the number of cuts; (b) select a
field on which to cut the node based on a comparison of an
average of a difference between an average number of rules
per child node created and an actual number of rules per child
node created per each at least one field; (c) cut the node into
a number of child nodes on the selected field, and store the
decision tree structure.

The method may further determine the number of cuts that
may be made on each at least field based on a maximum
number of cuts for a given storage capacity.

The method may select the field on which to cut the node
into a number of child nodes based on the field being a field of
the at least one field with the smallest average of the differ-
ence between an average number of rules per child node and
an actual number of rules per child node.

The method may cut the node only if the node has greater
than a predetermined number of the subset of the plurality of
rules. The predetermined number may be an adjustable num-
ber. The method may further control a depth of the decision
tree structure by iteratively adjusting the predetermined num-
ber. Adjusting the predetermined number may include incre-
menting the predetermined number with increasing levels of
the tree.

If cutting creates a plurality of child nodes and only one
child node has a subset of the plurality of rules, the method
may store at the node an identifier of a field of the at least one
field and a number of bits of the field of the at least one field
to skip upon traversing the node to obtain a rule match. The
number of bits of the field of the at least one field to skip may
be the same number as a number of bits used to cut the node.

While building the decision tree structure, the method may
further include, for each level of the decision tree, comparing
a subset of rules represented by child nodes having a same
parent node. The method may identify a set of duplicate child
nodes, the set of duplicate child nodes may be a duplicate
subset of the plurality of rules. The method may select one
child node of the set of duplicate child nodes identified as a
unique child node. The method may link the other child nodes
of'the set of duplicate child nodes identified to a same subtree
as the unique child node. The method may use the unique
child node for subsequent building of the decision tree struc-
ture and refraining from using the other child nodes of'the set
of duplicate child nodes identified for subsequent building of
the decision tree structure.

While building the decision tree, the method may further
include, for each level of the decision tree, identifying partial
duplicate nodes on a level of the decision tree. Partial dupli-
cate nodes may be a partial duplicate of the subset of the
plurality of the rules. The method may create a new node on
the level of the decision tree based on one or more partial
duplicate nodes being identified. The partial duplicate of the
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subset of the plurality of the rules may be included in the new
node created and removed from the partial nodes identified.

A method may group the plurality of rules in the classifier
table into a plurality of categories of rules. The method may
build a decision tree structure including a plurality of nodes
for each of the plurality of categories of rules. The plurality of
categories of rules may be based on one or more field func-
tions, or combinations of the one or more field functions,
applied to the plurality of rules. One or more field functions
may include applying a no Internet Protocol (IP) address
wildcard, source IP but not destination IP wildcard, destina-
tion IP but no source IP wildcard, destination and source
address wildcard, field range comparison, one or more masks
associated with one or more of the at least one field. The
method may further include walking a received packet
through each decision tree built and comparing the resulting
rules from each tree to select a final match. The final match
selected may be the rule with a highest priority.

The method may further convert each child node having a
number of rules less than or equal to a given number of rules
to aleatnode. The method may create a corresponding bucket
for each child node converted. The corresponding bucket may
include rules of the child node converted. The method may
link each leaf node to the corresponding bucket created. A set
of duplicate buckets may be identified, the duplicate buckets
each including a same set of rules. The method may select one
bucket of the set of duplicate buckets and remove other buck-
ets of the set of duplicated bucket. The method may change
links to removed buckets to links to the one bucket selected.

The method may further identify a set of partial duplicate
buckets. Partial duplicate buckets may each include a dupli-
cate partial set of rules. The method may separate rules in
each bucket in the set of partial duplicate buckets into a first
and second set of rules for each bucket. The first set of rules
for each bucket may include the duplicate partial set of rules
and the second set of rules for each bucket may include any
remaining rules for each bucket. The method may create a
link in each partial duplicate bucket to the first set of rules and
create a link in each partial duplicate bucket to the second set
of rules. Each partial duplicate bucket may include a linked
list of pointers to the first and second set of rules.

The decision tree structure may be compiled from the
classifier table.

A priority corresponding to each rule may be stored in the
decision tree structure.

The method may further determine whether or not a rule is
covered by one or more other rules and omit the rule from the
decision tree structure if the rule is covered.

A method may use a classifier table having a plurality of
rules, the plurality of rules having at least one field, for build-
ing a decision tree structure including a plurality of nodes.
Each node may include a subset of the plurality of rules. The
method may determine for each level of the decision tree
whether to merge grandchildren of a parent node with child
nodes of the parent node based on a resulting total number of
child nodes of the parent node not being more than a given
threshold. The method may store the decision tree structure.
The method may further merge the cuts of a child node into
the cuts of the parent node resulting in new child nodes of the
parent node. The cuts of the child node may be on a same field
as the parent node cuts or the cuts of the child node may be on
a different field than the parent node cuts. The given threshold
may be adjustable. The method may iteratively adjust the
given threshold and merge grandchildren of a parent node
with child nodes of the parent node until a resulting number of
child nodes of the parent node reaches a given threshold
number of child nodes.
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A method may use a classifier table having a plurality of
rules, the plurality of rules having at least one field, for build-
ing a decision tree structure including a plurality of nodes.
Each node may include a subset of the plurality of rules. The
method may group rules based on whether or not rules com-
pete. The method may assign priority values to the plurality of
rules and assign unique priority values within each group of
competing rules. The method may enable non-competing
rules to have a same priority value. The method may store the
decision tree structure and include storing the plurality of
rules and the priority value assigned.

An apparatus may include a memory and a processor
coupled to the memory. The processor may be configured to
use a classifier table having a plurality of rules stored in the
memory, the plurality of rules having at least one field, the
processor may be configured to build a decision tree structure
including a plurality of nodes, the plurality of nodes including
a subset of the plurality of rules. The processor may further be
configured to determine, for each node of the decision tree, a
number of cuts that may be made on each at least one field
creating child nodes equal to the number of cuts. While deter-
mining the number of cuts that may be made on each at one
least field, the processor may further be configured to select a
field on which to cut the node based on a comparison of an
average of a difference between an average number of rules
per child node created and an actual number of rules per child
node created per each at least field. The processor may further
be configured to cut the node into a number of child nodes on
the selected field and to store the decision tree structure in the
memory.

A non-transitory computer-readable medium may have
encoded thereon a sequence of instructions which, when
executed by a processor, causes the processor to use a classi-
fier table having a plurality of rules, the plurality of rules
having atleast one field, build a decision tree structure includ-
ing a plurality of nodes, the plurality of nodes including a
subset of the plurality of rules; determine, for each node of the
decision tree, a number of cuts that may be made on each at
least one field creating child nodes equal to the number of
cuts; select, upon determining the number of cuts that may be
made on each at one least field, a field on which to cut the node
based on a comparison of an average of a difference between
an average number of rules per child node created and an
actual number of rules per child node created per each at least
one field. The processor may cut the node into a number of
child nodes on the selected at least field and store the decision
tree structure.

The processor may select the field on which to cut the node
into a number of child nodes based on the at least one field
with the smallest average of the difference between an aver-
age number of rules per child node and an actual number of
rules per child node.

A method may comprise using a classifier table having a
plurality of rules, the plurality of rules having at least one
field, building a decision tree structure including a plurality of
nodes, each node representing a subset of the plurality of
rules, and identify duplication in the decision tree structure.
The method may include modifying the decision tree struc-
ture based on the identified duplication and storing the modi-
fied decision tree structure. The plurality of nodes may
include parent nodes and child nodes. Identifying may
include, for each level of the decision tree, comparing a subset
ofrules represented by child nodes having a same parent node
and identifying a set of duplicate child nodes. The set of
duplicate child nodes may have a duplicate subset of the
plurality of rules. Modifying may includes selecting one child
node of the set of duplicate child nodes identified as a unique
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child node and linking the other child nodes of the set of
duplicate child nodes identified to a same subtree as the
unique child node.

The method wherein the plurality of nodes includes parent
nodes and child nodes may further comprise converting each
child node having a number of rules less than or equal to a
given number of rules to a leaf node, creating a corresponding
bucket for each child node converted, the corresponding
bucket including rules of the child node converted, linking
each leaf node to the corresponding bucket created, identify-
ing a set of duplicate buckets, duplicate buckets each includ-
ing a same set of rules, selecting one bucket of the set of
duplicate buckets and removing other buckets of the set of
duplicated buckets, and changing links to removed buckets to
links to the one bucket selected.

The method wherein the plurality of nodes includes parent
nodes and child nodes may further comprise converting each
child node having a number of rules less than or equal to a
given number of rules to a leaf node, creating a corresponding
bucket for each child node converted, the corresponding
bucket including rules of the child node converted, linking
each leaf node to the corresponding bucket created, identify-
ing a set of partial duplicate buckets, partial duplicate buckets
each including a duplicate partial set of rules, separating rules
in each bucket in the set of partial duplicate buckets into a first
and second set of rules for each bucket, the first set of rules for
each bucket including the duplicate partial set of rules and the
second set of rules for each bucket including any remaining
rules for each bucket, and creating a link in each partial
duplicate bucket to the first set of rules and creating a link in
each partial duplicate bucket to the second set of rules. Each
partial duplicate bucket includes a linked list of pointers to the
first and second set of rules.

According to another embodiment, a method may com-
prise building a decision tree structure representing a plural-
ity of rules using a classifier table having the plurality of rules.
The plurality of rules may have at least one field. The method
may include a plurality of nodes in the decision tree structure,
each node may represent a subset of the plurality of rules.
Each node may have a leaf node type or a non-leafnode type.
The method may link each node having the leaf node type to
a bucket. Each node having the leaf node type may be a leaf
node. The bucket may represent the subset of the plurality of
rules represented by the leaf node. The method may cut each
node having the non-leaf node type on one or more selected
bits of a selected one or more fields of the at least one field
creating one or more child nodes. The one or more child node
created may have the non-leaf node type or the leaf node type.
Each node cut may be a parent node of the one or more child
nodes created. The one or more child nodes created may
represent one or more rules of the parent node. The method
may identify duplication in the decision tree structure. The
method may modify the decision tree structure based on the
identified duplication, and the method may store the modified
decision tree structure.

Identifying duplication may include, for each leaf node,
computing a hash value based on each rule and a total number
of rules represented by the leaf node. The method may com-
pare the hash value computed to hash values associated with
unique buckets. The method may identify no bucket duplica-
tion if none of the hash values associated with the unique
buckets match the hash value computed. The method may
validate the comparison if a given hash value associated with
a given bucket of the unique buckets matches the hash value
computed to provide either a confirmed or a non-confirmed
result of the comparison. The method may identify bucket
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duplication based on the confirmed result being provided and
may identify no bucket duplication based on the non-con-
firmed result being provided.

Modifying the decision tree structure based on the identi-
fied duplication may include linking the leafnode to the given
bucket based on bucket duplication being identified. The
method may create a new bucket representing the subset of
the plurality of rules represented by the leafnode, link the leaf
node to the new bucket created, and associate the hash value
computed with the new bucket created based on no bucket
duplication being identified.

Validating the comparison may include performing a linear
comparison between each rule ofthe leafnode and rules of the
given bucket. The method may provide the confirmed result
based on an exact match of the performed linear comparison
and may provide the non-confirmed result based on a non-
exact match of the performed linear comparison.

The method may include maintaining a list of all unique
buckets linked to leaf nodes. Unique buckets may be allocated
buckets associated with unique hash values.

The method may store the unique buckets in a bucket
database.

The method may store the unique hash values in the deci-
sion tree structure.

Normalizing each field of the at least one field of the rule
against the leaf node’s range for the field may be based on a
field type of the field.

Ifthe field type is a non-mask field type, normalization may
include intersecting the field with the leaf node’s range for the
field and subtracting a lower limit of the leaf node’s range for
the field from the lower and upper limits of the intersection to
compute a normalized region. The hash value computed may
be based on the normalized region computed.

If the field type is a mask field type, normalization may
include intersecting the leaf node’s description for the field
with the rule’s description for the field on a bit-by-bit basis to
compute a normalized region. The hash value computed may
be based on the normalized region computed. The leafnode’s
description and the rule’s description for the field may be
bitstrings representing the possible values for the field by
designating each bit of a respective bitstring as a zero, one, or
don’t care value. A don’t care value may be enumerated as a
zero and a one for purposes of determining the possible val-
ues. Intersecting the leaf node’s description for the field with
the rule’s description for the field on a bit-by-bit basis may
include applying a set of intersection rules. The set of inter-
section rules may include a don’t-care bit intersected with
another don’t-care bit yields the don’t-care bit, a value inter-
sected with an equal value yields the value, the don’t-care bit
intersected with the value yields the value, and the value
intersected with an unequal value yields an empty intersec-
tion.

Identifying duplication may include for each level of the
decision tree, normalizing each rule of the one or more rules
represented by child nodes having a same parent node to a
respective rule range for a respective child node. Child nodes
having the same parent node may be siblings. The method
may compute a hash value for each sibling from the normal-
ized one or more rules of the sibling and a total number of the
one or more rules represented by the sibling. The method may
compare the computed hash values for the siblings and iden-
tify no node duplication based on no computed hash values
being compared equal. The method may validate the com-
parison based on a computed hash value for a sibling being
compared equal to a computed hash value for another sibling
to provide either a confirmed or a non-confirmed result of the
comparison. The method may identify a duplicate node based
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on the confirmed result being provided and may identify no
node duplication based on the non-confirmed result being
provided.

Modifying the decision tree structure based on the identi-
fied duplication may include linking the sibling to a same
subtree linked to the identified duplicate node based on the
duplicate node being identified. The method may create a new
subtree and link the sibling to the new subtree based on no
node duplication being identified.

Validating the comparison may include performing a linear
comparison between each of the normalized one or more
rules represented by the sibling and normalized rules repre-
sented by another sibling having the computed hash value.
The method may provide the confirmed result based on an
exact match of the performed linear comparison and may
provide the non-confirmed result based on a non-exact match
of the performed linear comparison.

Normalizing each rule of the one or more rules represented
by the sibling may include for each rule, normalizing each
field of the at least one field of the rule against the sibling’s
range for the field.

Normalizing each field of the at least one field of the rule
against the sibling’s range for the field may be based on a field
type of the field.

If'the field type is a non-mask field type, normalization may
includes intersecting the field with the sibling’s range for the
field and subtracting a lower limit of the sibling’s range for
the field from the lower and upper limits of the intersection to
compute a normalized region. The hash value computed may
be based on the normalized region computed.

If the field type is a mask field type, normalization may
include intersecting the sibling’s description for the field with
the rule’s description for the field on a bit-by-bit basis to
compute a normalized region. The hash value computed may
be based on the normalized region computed.

The sibling’s description and the rule’s description for the
field may be bitstrings representing the possible values for the
field by designating each bit of a respective bitstring as a zero,
one, or don’t care value. A don’t care value may be enumer-
ated as a zero and a one for purposes of determining the
possible values.

Intersecting the sibling’s description for the field with the
rule’s description for the field on a bit-by-bit basis may
include applying a set of intersection rules. The set of inter-
section rules may include: a don’t-care bit intersected with
another don’t-care bit yields the don’t-care bit, a value inter-
sected with an equal value yields the value, the don’t-care bit
intersected with the value yields the value, and the value
intersected with an unequal value yields an empty intersec-
tion.

Another example embodiment disclosed herein includes
an apparatus corresponding to operations consistent with the
method embodiments described above.

Further, yet another example embodiment may include a
non-transitory computer-readable medium having stored
thereon a sequence of instructions which, when loaded and
executed by a processor, causes the processor to complete
methods consistent with the method embodiments described
above.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing will be apparent from the following more
particular description of example embodiments of the inven-
tion, as illustrated in the accompanying drawings in which
like reference characters refer to the same parts throughout
the different views. The drawings are not necessarily to scale,
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emphasis instead being placed upon illustrating embodi-
ments of the present invention.

FIG. 1 illustrates a classifier table including rules for clas-
sifying a packet.

FIG. 2 illustrates a geometric representation of the rules of
the classifier table illustrated in FIG. 1.

FIG. 3A illustrates a decision tree data structure compiled
from the classifier table illustrated in FIG. 1.

FIG. 3B illustrates depth of a decision tree data structure.

FIG. 3C illustrates depth and shape of decision tree data
structures.

FIG. 4 is a flow diagram of a method for building a decision
tree.

FIG. 5 is a flow diagram of a method for determining a field
on which to cut a node.

FIG. 6 is a diagram illustrating cuts made to fields of rules
in a classification table.

FIG. 7 is a flow diagram of a method for merging nodes of
a decision tree.

FIG. 8A-C show a graphical example of merging nodes.

FIG. 9A shows a graphical example of a node cut resulting
in a child node having all the rules of a classifier table.

FIG. 9B is an illustration of a tree, a leaf node pointing to a
bucket containing a set of rules of a classifier rule table.

FIG. 9Cis ablock diagram illustrating an example embodi-
ment of compiling a set of rules into a decision tree data
structure.

FIG. 9D illustrates a decision tree data structure including
a tree, buckets, and rules.

FIG. 10A is a flow diagram that illustrates a method iden-
tifying the child nodes that contain the same rule set.

FIG. 10B is a flow diagram of a method for priority dupli-
cation.

FIG. 10C-D illustrate a graphical example of removing
duplicate buckets of rules in a node of a decision tree.

FIG. 10E illustrates a method for removing duplicate buck-
ets of rules in a node of a decision tree.

FIG. 10F illustrates a graphical example of removing
duplicate buckets of rules from non-sibling nodes of a deci-
sion tree.

FIG. 10G illustrates a graphical example of removing par-
tial duplicate buckets of rules in a node of a decision tree.

FIG. 11A is a flow diagram of a method for partial dupli-
cate buckets of rules in a node of a decision tree.

FIG. 11B illustrates a method for parsing a compiler table
into categories of rules and building decision trees for each
category.

FIG. 11C illustrates a method for selecting a matching rule.

FIG. 12 is a block diagram illustrating a system in which a
packet classifier operates to classify packets to provide
interne services to a private network.

FIG. 13 is a block diagram of a router that may classify
packets according to techniques disclosed herein.

FIG. 14 is a diagram of another example embodiment of a
decision tree data structure including a tree, buckets, and
rules.

FIG. 15A shows an example embodiment of a graph of a
rule normalized to a region.

FIG. 15B shows an example embodiment of a graph of a
rule normalized to regions of nodes.

FIG. 15C is a block diagram of an example embodiment of
a graph of the search space.

FIG. 15D is block diagram of an example embodiment of a
root node cut into 8 children.

FIG. 16 is a flow diagram of an example embodiment of a
method for building a decision tree structure.
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FIG. 17 is an example embodiment of a method for iden-
tifying bucket duplication for a leaf node.

FIG. 18 is a flow diagram of an example embodiment for
modifying the decision tree structure based on the identified
duplication.

FIG. 19 is a flow diagram of an example embodiment for
validating a comparison.

FIG. 20 is flow diagram of an embodiment for normalizing
a field.

FIG. 21 is flow diagram of an embodiment of a method for
identifying node duplication for a level of the decision tree.

FIG. 22 is a flow diagram of an example embodiment of a
method for modifying the decision tree structure based on the
identified duplication.

DETAILED DESCRIPTION OF THE INVENTION

A description of example embodiments of the invention
follows.

The teachings of all patents, published applications and
references cited herein are incorporated by reference in their
entity.

Although packet classification has been widely studied for
a long time, researchers are still motivated to seek novel and
efficient packet classification solutions due to: i) the continual
growth of network bandwidth, ii) increasing complexity of
network applications, and iii) technology innovations of net-
work systems.

Explosion in demand for network bandwidth is generally
due to the growth in data traffic. Leading service providers
report bandwidths doubling on their backbone networks
about every six to nine months. As a consequence, novel
packet classification solutions are required to handle the
exponentially increasing traffics on both edge and core
devices.

Complexity of network applications are increasing due to
the increasing number of network applications being imple-
mented in network devices. Packet classification is widely-
used for various kinds of applications, such as service-aware
routing, intrusion prevention and traffic shaping. Therefore,
novel solutions of packet classification must be more intelli-
gent to handle diverse types of rule sets without significant
loss of performance.

In addition, new technologies, such as multi-core proces-
sors provide unprecedented computing power, as well as
highly integrated resources. Thus, novel packet classification
solutions must be well suited to advanced hardware and soft-
ware technologies.

Before describing example embodiments in detail, an
example packet classification system and related methods are
described immediately below to help the reader understand
the inventive features described herein.

Existing packet classification methods trade memory for
time. Although the tradeoffs have been constantly improving,
the time taken for a reasonable amount of memory is still
generally poor. Because of problems with existing methods,
vendors use ternary content-addressable memory (TCAM),
which uses brute-force parallel hardware to simultaneously
check packets against all rules. The main advantages of
TCAMs over existing methods are speed and determinism
(TCAMs work for all databases).

A TCAM is a hardware device that functions as a fully
associative memory. A TCAM cell stores three values: 0, 1, or
‘X, which represents a don’t-care bit and operates as a per-
cell mask enabling the TCAM to match rules containing
wildcards (e.g., don’t care bits). In operation, a whole packet
header can be presented to a TCAM to determine which entry
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(rule) it matches. However, the complexity of TCAMs has
permitted only small, inflexible, and relatively slow imple-
mentations that consume a lot of power. Therefore, a need
continues for efficient methods operating on specialized data
structures.

Current methods remain in the stages of mathematical
analysis and/or software simulation (observation based solu-
tions). Proposed mathematic solutions have been reported to
have excellent time/spatial complexity. However, methods of
this kind have not been found to have any implementation in
real-life network devices because mathematical solutions
often add special conditions to simplify a problem and/or
omit large constant factors which might conceal an explicit
worst-case bound.

Proposed observation based solutions employ statistical
characteristics observed in rules to achieve efficient solution
for real-life applications. However, these observation based
methods generally only work well with specific types of rule
sets. Because packet classification rules for difference appli-
cations have diverse features, few observation based methods
are able to fully exploit redundancy in different types of rule
sets to obtain stable performance under various conditions.

Packet classification is performed using a packet classifier,
also called a policy database, flow classifier, or simply a
classifier. A classifier is a collection of rules or policies.
Packets received are matched with rules, which determine
actions to take with a matched packet. Generic packet classi-
fication requires a router to classify a packet on the basis of
multiple fields in a header of the packet. Each rule of the
classifier specifies a class that a packet may belong to, accord-
ing to criteria on ‘F’ fields of the packet header, and associates
an identifier (e.g., class ID) with each class. For example,
each rule in a flow classifier is a flow specification, in which
each flow is in a separate class. The identifier uniquely speci-
fies an action associated with each rule. Each rule has ‘F’
fields. An ith field of a rule R, referred to as R[i], is a regular
expression on the ith field of the packet header. A packet P
matches a particular rule R if for every 1, the ith field of the
header of P satisfies the regular expression R[i].

Classes specified by the rules may overlap. For instance,
one packet may match several rules. In this case, when several
rules overlap, an order in which the rules appear in the clas-
sifier may determine the rule’s relative priority. In other
words, a packet that matched multiple rules belongs to the
class identified by the identifier (class ID) of the rule among
them that appears first in the classifier. Alternatively, a unique
priority associated with a rule may determine its priority, for
example, the rule with the highest priority.

Packet classifiers may analyze and categorize rules in a
classifier table and create a decision tree that is used to match
received packets with rules from the classifier table. A deci-
sion tree is a decision support tool that uses a tree-like graph
or model of decisions and their possible consequences,
including chance event outcomes, resource costs, and utility.
Decision trees are commonly used in operations research,
specifically in decision analysis, to help identify a strategy
most likely to reach a goal. Another use of decision trees is as
a descriptive means for calculating conditional probabilities.
Embodiments described herein utilize decision trees to selec-
tively match a received packet with a rule in a classifier table
to determine how to process the received packet.

A decision tree of rules, or tree, represents a set of rules.
The decision tree may also be called a Rule Compiled Data
Structure (RCDS) or a performance tree. The tree is a binary
data structure having nodes and leaves. Each leaf of the tree
points to a subset of the rules, called a bucket of rules, or
bucket. Each of the buckets represents a subset of the rules.
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Each bucket is a data structure (e.g., an array) containing
pointers to rules, which are stored in a rule table. Rules (or
pointers to rules) within a bucket are ordered by priority (e.g.,
in increasing or decreasing priority). A rule table is a data
structure (e.g., an array) containing the rules. Rules within the
rule table may be ordered or unordered.

FIG. 1 illustrates a classifier table 100 including rules for
classifying a packet. As illustrated, the classifier table con-
tains seven rules (R1-R7), each containing two fields, Field-1
110, and Field-2 115. Although the table illustrates rules
being 2-tuple (e.g., containing only two fields), it should be
noted that rules may contain an n number of fields and be
n-tuple. Each rule specifies a range of values (e.g., Internet
Protocol (IP) addresses or Layer 4 ports or protocols) in each
dimension (field). For example, Field-1 may be represented in
the x-dimension of an x/y graph, while Field-2 may be rep-
resented in the y-dimension of an x/y graph.

FIG. 2 illustrates a geometric representation of the rules of
the classifier table 100. The rules range from values 0-255 in
both the x-dimension 205 and y-dimension 210. As illus-
trated, each dimension ofthe graph is subdivided based on the
ranges of each field of each rule from classifier table 100.

FIG. 3A illustrates a decision tree data structure 300 com-
piled from the classifier table 100. The decision tree 300
contains a set of elements called nodes (301, 305, 310, 315,
320, 325, 330) that are empty or satisfy one of the following
conditions: i) there is a distinguished node r, called the root
node, and ii) the remaining nodes are divided into disjoint
subsets, each of which is a sub-tree. As illustrated, node 301
is the root node of the decision tree and a parent node of nodes
305, 310, 325, and 330, which are considered child nodes of
root node 301. The degree of a node is the number of non-
empty sub-trees the node contains. A node with degree zero is
considered a leaf node. Thus, nodes 305, 315, 320, 325, and
330 are considered leaf nodes. Nodes with a positive degree
are internal nodes (e.g., node 310).

Each node of the decision tree 300 contains a subset of
rules of a classifier table. As stated above, each rule has ‘F’
fields and an ith field of a rule R, referred to as R[], is aregular
expression on the ith field of a received packet header. A
packet P matches a particular rule R if for every i, the ith field
of the header of P satisfies the regular expression R[i]. Thus,
when a packet is received, a decision tree is walked (e.g., by
aruntime walker) to determine a matching rule, which is used
to determine an action to take with the received packet.

For example, if a packet is received that contains headers
matching rule R7 (see FIG. 1), decision tree 300 is walked
(e.g., traversed) to find matching rule R7. Thus, the packet is
first passed through root node 301, which contains all rules of
the packet classification table, which has been cut into four
children. Cutting a node refers to subdividing the node into n
number of child nodes. The n number of child nodes created
corresponds to the number of cuts (subdivisions) of the node
that are made. In this example, the rules in root node 301 have
been subdivided into four rule lists (e.g., corresponding to
each child node 305, 310, 325, and 330). Thus, it is deter-
mined that the packet should be passed to child node 330 that
contains a subset of rules having fields within a range of each
header of the received packet. After the packet is passed to
node 330, the packet is matched with rule R7.

Example embodiments described herein build a decision
tree data structure by carefully preprocessing a classifier.
Each time a packet arrives, the runtime walker traverses the
decision tree to find a leaf node that stores a small number of
rules. Once the leaf node is reached, a linear search of the
rules within the leaf node occurs to find a matching rule.
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During building of the decision tree, embodiments
described herein determine the shape and depth of the deci-
sion tree.

FIG. 3B illustrates a decision tree data structure 350 that
includes a root node 352, and leaf nodes 354a-e, and has a
depth 356.

FIG. 3C illustrates depth and shape of decision tree data
structures (360). For example tree data structure 362 has a
depth 366 that is shallow in comparison to the depth 368 of
decision tree data structure 364. The number of subtrees in the
decision tree data structure may alter the shape of the decision
tree data structure, for example a single subtree 370 versus a
group of subtrees 372.

In addition, embodiments described herein determine
which field to cut at a node of the decision tree and the number
of cuts to make on the field to create child nodes based on the
field cut and the number of cuts made on the field.

FIG. 4 is a flow diagram of a method 400 for building a
decision tree. The method begins (405). The method analyzes
aclassifier table including rules for classifying a packet (410).
As stated above, each rule in the classifier table has ‘F’ fields.
The method analyzes the classifier table to determine a num-
ber of rules and a number of fields associated with each rule.
Based on the analysis, at 415, the method determines a maxi-
mum number of cuts that can be made on each field ‘F’ of the
rules. For example, a maximum number of cuts may be based
on a given storage capacity. The method, for each node of the
decision tree, may determine the field ‘F’ on which to cut the
node to create child nodes (420), then the method ends (425).
Determining the number of cuts that can be made on each
field ‘F’ may balance efficiency and memory requirements. A
large number of cuts on a field may decrease a decision tree’s
depth, accelerating query time; however, too large a number
of cuts increases storage demand.

FIG. 5 illustrates a flow diagram of a method 500 for
determining a field on which to cut a node. By computing, for
each field’s cut, an average number of rules in the children
produced by that cut, the difference between each child’s
actual number of rules and the average may be computed, and
those differences may then be averaged, such that the field
with the smallest such difference average may be selected. A
tree that is shallower on average may be built, resulting in a
shorter search time.

The method begins (505) and, based on the determined
number of cuts to be made on each field (415 of method 400),
determines an average number of rules in child nodes pro-
duced by cutting each field (510). The method computes a
difference between an actual number of rules in each child
node number of rules and the determined average number of
rules in each child node (515). The method computes the
average of the differences computed (520). The method cuts
a node of the decision tree on the field with the smallest
average difference (525).

Methods 400 and 500 are iterated on each node of the
decision tree, until leaf nodes are created having no more than
a given number of rules. The given number is adjustable.
Methods 400 and 500 begin building a decision tree by start-
ing with a root node that represents a complete rule list. Using
method 400, a determination is made as to the number of cuts
to be made on each dimension (field).

Once a determination is made as to the number of cuts to be
made on each dimension, method 500 is used to determine
which dimension to cut the root node of the decision tree. The
cut on the root node causes child nodes to be created. Methods
400 and 500 are repeated on each child node until the only
nodes remaining are leaf nodes (e.g., a node where no addi-
tional cuts can be made based on the number of rules in the
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child node and a given adjustable threshold number of rules
for the child node). In other words, local decisions are taken
at each node which results in the overall decision tree.

FIG. 6 is a diagram illustrating cuts made to fields of rules
in a classification table. Field-1 601 of a classifier table has
been cut into 4 children, with each child containing 6, 4, 8,
and 2 rules respectively. Field-2 605 of a classifier table has
also been cut into 4 children containing 4, 6, 4, and 6 rules
respectively. Referring to 510 of method 500, an average
number of rules in child nodes by cutting each field are
determined As illustrated in FIG. 6, the average number of
rules in both Field-1 and Field-2 per child node is 5 rules.
Further, FIG. 6 illustrates the computed difference between
the actual number of rules in each child node and the average
difference, corresponding to 515 of method 500. The average
of the calculated differences is then computed. For Field-1
601 the average difference is 2, while the average difference
for Field-2 605 is 1. Thus, referring to 525 of method 500, a
node is cut on Field-2 605 because the average difference is
less than the average difference calculated for Field-1.

Once a cut for a node has been chosen, embodiments
described herein determine whether to merge cuts made by a
node’s children. Merging entails grouping a parent node and
the parent node’s children into a single node. For example, if
child nodes are cut on fields different than the parent node, the
result would be a parent node that cuts on multiple fields.

In addition, child nodes that cut on the same field as the
parent node may also be merged with the parent node by
relaxing a space limit. The node resulting from the merge may
have up to the absolute maximum number of children; for
example, it is not constrained by a heuristic such as a maxi-
mum-space formula.

For example, a rule set (e.g., classifier table) may contains
rules with 3 tuples or fields, F1, F2 and F3. In this example, a
root node (NO) may cut on F1 and a number of cuts may be
four. For example, 2 bits of F1 may be taken to decide a cut
identifier. The result may be that the root node has 4 children,
for example, N1, N2, N3 and N4. If N1 is cuton F1 and has 4
cuts, for example, 2 bits of F1 are taken to decide the cut
identifier, N1 would have 4 children, for example, N11, N12,
N13,N14.IfN2 is cuton F2 and has 4 cuts, for example, 2 bits
of F2 are taken to decide a cut identifier, N2 will have 4
children, for example, N21, N22,N23,N24.IfN3 iscutonF1
and has 4 cuts, for example 2 bits of F1 are taken to decide the
cut identifier, N3 will have 4 children, for example N31, N32,
N33,N34.If N4 is cut on F3 and has 4 cuts, for example 2 bits
of F3 are taken to decide the cut identifier; N4 would have 4
children, for example, N41, N42, N43, N44. The example
describes that NO may be cut on 3 fields, for example F1, F2
and F3 and the total cuts would be 256. The 4 bits of F1, 2 bits
of F2 and 2 bits of F3 may be combined as 8 bits to cut NO,
resulting in 256 children. A lesser number of levels is pro-
vided as there are only 2 levels as compared to the earlier 3
levels. Thelayer of N1, N2, N3, N4 has been removed, and the
root node NO and has its 256 children. A resultin this example
is that a total number of nodes in the tree is 257, as compared
to 21 in original tree before merging. A balance is made
between storage and performance tradeoff. For example, lev-
els of the tree may be reduced at the expense of more nodes in
tree.

FIG. 7 is aflow diagram of a method 700 for merging nodes
of a decision tree. The method begins (705) and determines
the field and number of child nodes to be created for the
original node (e.g., a parent node) (710). The method makes
a similar determination for each of'the child nodes (715). The
method determines the number of child nodes that results
from a merge (720). The method determines if the resulting
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number of child nodes is within a predetermined maximum
number of child nodes (725). If not, the method ends (735). If
s0, the method merges the nodes (730). Method 700 iterates
for new sets of child nodes until merging is no longer pos-
sible. The predetermined maximum may be adjusted at each
iteration. As a result, trees may be built that are wider and
shallower, resulting in shorter search times.

FIG. 8A-C shows a graphical example of merging nodes.
FIG. 8A is a graphical example of cuts made on fields of rules
in a classifier table on a single node 801. For example, FIG.
8A illustrates a single node 801 that has rules having only two
fields Field-1 805 and Field-2 810. Node 801 has been sub-
divided (e.g., cut) into four child nodes 815, 820, 825, and
830, as represented by the subdivisions of Field-1 805.

FIG. 8B illustrates the cuts made on the child nodes 815,
820, 825, 830 of node 801. For example, child node 815 has
been cut on Field-1 805 creating child nodes 835 and 840.
Child nodes 820, 825, and 830 have been cut on Field-2 810
creating child nodes 845-870.

FIG. 8C illustrates the merging of child nodes 815-830 and
835-870. As illustrated, root node 801 is now cut on both
Field-1 805 and Field-2 810 creating 16 child nodes.

Sometimes, even when a node is cut into the maximum
number of children, only one child has any rules, because all
the node’s rules are clustered into one small area of a search
space.

FIG. 9A shows a graphical example of a node 901 that has
been cut resulting in a child node 915 having all the rules 920
of a classifier table. Even after cutting both Field-1 905 and
Field-2 910 by a factor of 8, into a total of 64 children, all of
the node’s original rules are inherited by a single child node
915. A runtime walker may be used to traverse a received
packet through the decision tree data structure to obtain a
matching rule. In this case, the runtime walker may have to
spend time traversing this node, but does not achieve any
subdivision of the search space. A key, such as data extracted
from header tuples of the packet, may be used by the runtime
walker for matching against rules. In this case, the only thing
the runtime walker achieves is consuming the next few bits of
the key in order to get down to the bits that can be used to
choose among the rules. Embodiments herein may store, at
each node, a number ofbits a runtime walker should skip over
as well as the number (identifier) of the field whose bits are to
be skipped, when the walker traverses the node. As a result,
the number of tree nodes that a runtime walker must traverse
may be reduced, resulting in shorter search times.

Embodiments described herein include at least three data
structures that include: 1) a tree, ii) buckets, and iii) a rule
table. A tree includes nodes and leaf nodes. [.eaf nodes may
be linked to buckets. The leaf nodes may point to buckets,
buckets may contain a set of rules. Embodiments described
herein may store rules in common tables and the buckets
pointed to by leaf nodes may contain rule numbers corre-
sponding to the rules in the rules table. Buckets may include
rules in any suitable manner as may be known to one skilled
in the art. Each bucket may be a data structure that may
include one or more bucket entries. A bucket entry may be a
rule, an index to a rule, a pointer to a rule, a pointer to a set of
rules, or a pointer to another bucket. A bucket may include a
linked list to the rules. A bucket may include entries including
any combination thereof. For example, a bucket may have one
entry that is a pointer to a rule and one entry that is a pointer
to a set of rules, etc. Rule priority may be stored with a rule or
linked to a rule in any suitable manner.

FIG. 9B is an illustration of an example embodiment of a
tree 950, a leaf node 952 pointing to (960) a bucket 954
containing a set of rules 956 of a classifier rule table 958.
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FIG. 9C is a block diagram 970 illustrating an example
embodiment of compiling a set of rules into a decision tree
data structure. A software compiler 972 may receive a rule set
974, a maximum tree depth 976 and a number of subtrees 978.
The software compiler 972 may generate a set of compiled
rules 980.

FIG. 9D illustrates a decision tree data structure 981
including a tree, buckets, and rules. The set of compiled rules
980 may generate a decision tree data structure 981 including
a tree 982, buckets 983a-d, and rules 985. The tree 982 may
include a root node 984, nodes 984a-c, and leaf nodes 986a-b.
Each leatnode 986 of the tree 982 points to a bucket 983. Each
bucket may include one or more bucket entries 987. A leaf
node may include bucket information that may be used to
locate the bucket entries or a bucket list of entries. A bucket
entry may be a pointer to rule (988), or a pointer (989) to a set
of rules (990). The set of rules 990 may be a sequential group
ofrules, or a group of rules scattered throughout the memory,
either organized by a plurality of pointers or by a method used
to recollect the set of rules. The set of rules 990 may also be
called a chunk, or a chunk of rules. A bucket entry that points
to the set of rules 990 may be called a chunk pointer.

Embodiments described herein identify 1) bucket duplica-
tion, ii) rule duplication, iii) node duplication, and iv) priority
duplication. Once a decision tree is built, it may be deter-
mined that some leaf nodes point to buckets containing the
same rules (e.g., duplicate rules) or some may point to buckets
containing a partial duplicate. Embodiments described herein
identify duplication of data and determine how to reuse or
share the duplicated data so that there is only a single instance
of the duplicated data.

Embodiments described herein may remove duplicate
buckets keeping only a single copy. For example, in some
scenarios different leaf nodes may have buckets that contain
the same rules. In such a situation, a single bucket is stored
and all the leaf nodes point to the same bucket. Thus, the
memory required to hold a given tree may be reduced.

In some scenarios, when a parent node is cut to generate
child nodes, some of the child nodes inherit the same rule sets.
This is called node duplication. For example, if a parent node
has 100 rules starting from rule R1 to rule R100 and the parent
node is cut into 64 children, several of the 64 child nodes may
inherit the same rules. Embodiments described herein may
identify the child nodes that contain the same rule set, and
only process one of the nodes having the same rules.

FIG. 10A is a flow diagram that illustrates a method (1080)
identifying the child nodes that contain the same rule set. The
method begins (1082) and compares a subset of rules repre-
sented by child nodes having a same parent node (1084).
Child nodes having the same parent may be called siblings.
Child nodes of the same parent that contain the same rule set
are identified as of duplicate child nodes (1086). One child
node of the set of duplicate child nodes may be selected
(marked) as a unique child node (1088). The other duplicate
child nodes of the set of duplicate child nodes may be linked
to the same subtree as the unique child node (1090). The
unique child node may be used for subsequent building of the
decision tree structure, and the other child nodes of the set of
duplicate child nodes may not be used for subsequent build-
ing of' the decision tree structure (1092) and the method ends
(1094).

As stated above, packet classification may result in the
matching of more than one rule from the rule classification
table. A rule having a highest priority is chosen for classitying
areceived packet. Embodiments described herein may deter-
mine priority of rules for overlapping rules. Rather than stor-
ing a unique priority for each rule in a rule classification table,
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which is resource intensive and requires a great amount of
storage space, embodiments described herein may categorize
rules based on overlapping criteria. Rules may be categorized
into priority groups and rules within each priority group may
be assigned a unique priority. Rules within priority groups
compete for a match. By assigning unique priority within a
priority group, competing rules are prioritized. However, the
priorities are only unique within the priority group, thus the
same priority values may be shared with rules that do not
compete, the reducing the total number of priority values
needed. Priority duplication saves storage space by providing
a priority value on a per overlapping criteria basis instead of
requiring a unique priority value to be stored for each rule.

FIG. 10B is a flow diagram of a method for priority dupli-
cation (1020). The method begins (1022) and groups rules
based on whether or not the rules compete (1024). Priority
values may be assigned to the plurality of rules. Unique
priority values may be assigned within each group of com-
peting rules (1026). Non-competing rules may be assigned a
priority, the priority assigned to non-competing rules may
overlap with the unique priorities assigned within the groups
of competing rules (1028). The storing decision tree structure
may store the plurality of rules and the priority value assigned
(1030) and the method ends (1032).

FIG. 10C illustrates a graphical example of removing
duplicate buckets of rules in a node of a decision tree (1000).
Asillustrated, a node 1005 has 4 leafnodes 1002,1004, 1006,
and 1008. The node 1005 shows 4 buckets 1010a-d contain-
ing a set of rules, the buckets 1010a-d are pointed to (1012,
1014,1016,1018) by leafnodes 1002,1004, 1006, and 1008,
respectively. Buckets 10104, 1010¢, and 10104 all contain the
same rules. Because the buckets 1010a,1010c¢, and 10104 are
identified to contain the same rules, and the duplicate buckets
1010c¢ and 10104 may be removed from memory, keeping
only unique buckets 1010a and 10105.

FIG. 10D shows node 1005 results in having two buckets
(1010a and 10105) containing rules that need to be stored in
memory. Thus, the leaf nodes 1002, 1004, 1006, and 1008 of
node 1005 only need to point to amemory location containing
the set of rules in buckets 1010a and 10105. For example, leaf
nodes 1002, 1006, and 1008 all point (1013) to bucket 1010a,
and leaf node 1004 points (1011) to bucket 10105.

FIG. 10E is a flow diagram of a method for removing
duplicate buckets of rules in a node of a decision tree (1040).
Method 1040 starts 1042 and identifies duplicate buckets of
rules (1044). If duplicate buckets of rules are not identified,
the method ends (1049). If duplicate buckets of rules are
identified, duplicate buckets are removed (1046) and leaf
nodes are updated to point to unique buckets (1048) and the
method ends (1049).

Bucket duplication is not limited to child nodes having a
same parent (e.g., siblings).

FIG. 10F is a graphical illustration of bucket duplication
according to one embodiment. A portion of a tree (1070) is
shown that includes a parent node 1072 that has child nodes
10784 and 10785 (leaf) and a grandchild node 1074. The child
node 10785 (leaf) and grandchild 1074 (leaf) both point to
buckets 1076 and 1073 respectively. The buckets 1076 and
1073 are duplicate buckets each including a duplicate rule set
(e.g., R1 and R2). The bucket 1073 may be removed by
pointing the child node 10785 to point 1071 to the bucket
1076 pointed to by the grandchild node 1074.

FIG. 10G is a graphical illustration of partial duplicate
buckets of rules in a node of a decision tree. A portion of a tree
(1050) is shown including a parent node 1052 and two chil-
dren (leaves) 1054 and 1056 that point to buckets 10544 and
10564 respectively. Buckets 1054a and 10564 have a partial
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duplicate set of rules R1 and R2. The set of rules in each
bucket may be split into subsets. For example, rules in the
bucket 10544 may be split into a first set 1058a including R1
and R2 and a second set 10585 including R3 and R4. Rules in
the bucket 1056a may be split into a first set 1058¢ including
R1 and R2 and a second set 10584 including R7. The bucket
entries may be replaced with a linked list of chunk pointers, or
pointers to sets of rules. Bucket 1054a' illustrates bucket
10544 having bucket entries replace with a linked list of
chunk pointers CO and C1. Similarly, bucket 10564' illus-
trates bucket 1056a having bucket entries replace with a
linked list of chunk pointers CO and C2. Chunk pointer CO
points to a set of rules including R1 and R2, chunk pointer C1
points to a set of rules including R3 and R4, and chunk pointer
C2 points to a set of pointers including R7.

FIG. 11A is a flow diagram of a method (1150) for partial
duplicate buckets of rules in a node of a decision tree. The
method begins (1152) and identifies a set of partial duplicate
buckets (1154). Partial duplicate buckets each include a
duplicate partial set of rules. The rules in each bucket are
separated into a first and second set of rules. The first set of
rules includes the duplicate partial set of rules and the second
set of rules includes any remaining rules for the bucket
(1156). Links (chunk pointers) are created to the first and
second set of rules and the bucket is linked to the created links
(1158) and the method ends (1160). Each partial duplicate
bucket may be modified to store a linked list of the chunk
pointers. The number of sets shown is an illustration, there
could be multiple sets if there are multiple partial duplicates.

As stated above, rules may have multiple fields. Each field
of'the rulerepresents a field in a header of an incoming packet.
Headers of packets generally include at least two fields, one
field containing a source 1P address field and a second field
containing a destination IP address field. The rules may con-
tain IP wildcards in either or both of the fields representing the
source IP address field and destination IP address field of an
incoming packet.

Embodiments described herein may separate rules into
categories. The categories may be based on a function of the
fields. The rules may be separated into categories in any
suitable manner. The rules may be based on a function of the
fields. For example, the rules may be categorized based on
whether or not they have wildcards in the source and desti-
nation IP address fields. The categories may be as follows: 1)
rules that do not have wildcards in either the source or desti-
nation fields, 2) rules that have wildcards in both the source
and destination fields, 3) rules that have wildcards in the
source field but not in the destination field, and 4) rules that
have wildcards in the destination field but not in the source
field. The fields may be any fields and any number of fields.
For example, three fields may be used for categories, resulting
in 8 categories. Also, instead of complete wild card, the cat-
egory may be based on a field being “large” or “small.” Large
and small may be defined by a ratio of a range of a field value
to its total space.

FIG. 11B illustrates a method 1100 for parsing a classifier
table into categories of rules and building decision trees for
each category. Method 1100 begins at 1105 and then the
method 1100 analyzes a classifier table and parses the table
into categories of rules (1110). For each category of rules, the
method 1100 builds a decision tree (1115), and the method
ends (1125).

FIG. 11C illustrates a method 1130 for selecting a match-
ing rule. Method 1130 begins at 1132. Received packets are
walked by a runtime walker through each decision tree
(1134). Each decision tree returns a matching rule if a match-
ing rule is selected (1136). The priority of each matching rule
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is compared (1138) and a matching rule with the highest
priority is selected (1140) and the method ends (1142).

Internet routers classify packets to implement a number of
advanced internet services such as routing, rate limiting,
access control in firewalls, virtual bandwidth allocation,
policy-based routing, service differentiation, load balancing,
traffic shaping, and traffic billing. These services require the
router to classify incoming packets into different flows and
then to perform appropriate actions depending on this classi-
fication.

FIG. 12 is a block diagram illustrating a system 1200 that
includes a router/packet classifier 1210, protected network
1215, and a public network 1205. The public network 1205
may comprise an unsecured wide-area network (WAN), such
as the Internet, a wireless network, a local-area network, or
another type of network. Protected network 1215 may com-
prise a secured computer network such as a local-area net-
work (LAN) in an office or a data center. As illustrated, the
LAN may be a corporate network 1220 including a plurality
of'work stations 1225. The plurality of work stations 1225 are
operatively coupled to database 1230, FTP (file transfer pro-
tocol) server 1235, and intranet server 1250.

In system 1200, the router 1210 is connected to the public
network 1205 and protected network 1215 such that network
traffic flowing from public network 1205 to protected net-
work 1215 flows first to the router 1210. The router 1210 may
be a stand-alone network appliance, a component of another
network appliance (e.g., firewall appliance), a software mod-
ule that executes on a network appliance, or another configu-
ration. The router 1210 may be connected to a rules datacenter
1240. In general, router 1210 inspects network traffic from
public network 1205 and determines what actions to perform
on the network traffic. For example, router 1210 classifies
packets to implement a number of advanced internet services
such as routing, rate limiting, access control in firewalls,
virtual bandwidth allocation, policy-based routing, service
differentiation, load balancing, traffic shaping, and traffic
billing. These services require the router 1210 to classify
incoming packets into different flows and then to perform
appropriate actions depending on this classification.

FIG. 13 is a high-level block diagram of an exemplary
router 1300 that may be used with embodiments described
herein. Router 1300 comprises a memory 1310 coupled to a
processor 1325 via a memory bus 1345 and, a storage device
1330 and a network interface 1340 coupled to the processor
1325 via an input/output (I/0O) bus 1350. It should be noted
that the router 1300 may include other devices, such as key-
boards, display units and the like. The network interface 1340
interfaces the router 1300 with the secured network 1215,
public network 1205, and rules datacenter 1240 and enables
data (e.g., packets) to be transterred between the router and
other nodes in the system 1200. To that end, network interface
1340 comprises conventional circuitry that incorporates sig-
nal, electrical and mechanical characteristics, and inter-
change circuits, needed to interface with the physical media
of system 1200 and protocols running over that media.

The memory 1310 is a non-transitory computer-readable
medium implemented as a RAM comprising RAM devices,
such as DRAM devices and/or flash memory devices.
Memory 1310 contains various software and data structures
used by the processor 1325 including software and data struc-
tures that implement aspects of the embodiments described
herein. Specifically, memory 1310 includes an operating sys-
tem 1315 and packet classification services 1320. The oper-
ating system 1315 functionally organizes the router 1300 by
invoking operations in support of software processes and
services executing on router 1300, such as packet classifica-
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tion services 1320. Packet classification services 1320, as will
be described below, comprises computer-executable instruc-
tions to compile a decision tree data structure from a given set
of'rules and walk incoming data packets through the compiled
decision tree data structure.

Storage device 1330 is a conventional storage device (e.g.,
disk) that comprises rules database (DB) 1335 which is a data
structure that is configured to hold various information used
to compile a decision tree data structure from a given set of
rules. Information may include rules having a plurality of
fields corresponding to headers of incoming data packets.

FIG. 14 is a diagram of another example embodiment of a
decision tree data structure including a tree, buckets, and rules
(1481). Embodiments disclosed herein may identify duplica-
tion of data and determine how to reuse or share the duplicate
data such that there is only a single instance of the duplicated
data in the decision tree data structure 1481. Embodiments
disclosed herein reduce a number of operations needed to
identify duplication in the decision tree structure 1481. By
reducing the number of operations needed for identifying
duplication, speed and efficiency of a compiler building the
decision tree data structure may be improved. In addition, by
reusing or sharing the duplicate data, the decision tree struc-
ture 1481 may have a reduced storage requirement, thereby
conserving resources, such as memory, used for storing the
decision tree structure.

The decision tree structure 1481 may include a plurality of
nodes representing a plurality of rules 1485 used for packet
classification. For example, the decision trec 1482 may
include a root node 1484, nodes 1484a-d, and leaf nodes
1486a-d. Each node may represent a subset of a plurality of
the rules 1485. Each node may have a leaf node type or a
non-leaf node type. Each node having the leaf node type may
be referred to herein as a leaf node or a leaf.

Eachnodehaving the non-leafnode type may be cut on one
ormore selected bits of a selected one or more fields of at least
one field of a rule, creating one or more child nodes. For
example, the root node 1484 may be cut, creating child nodes
14844 and 14845. The one or more child nodes created may
have the non-leaf node type or the leaf node type. Each node
cut may also be referred to herein as a parent node of the one
or more child nodes created. For example, a parent node of
child nodes 14844 and 14845 may be the root node 1484. The
parent of node of child nodes 14864, 14865, and 14844 may
be 1484c¢. Child nodes created may represent one or more
rules of the parent node. Child nodes having a same parent
may be referred to herein as siblings. For example, nodes
14864, 14865, and 14844 are siblings as each has the same
parent node (e.g., node 1484c¢). Nodes 1484a and 14845 are
siblings as each has the same parent node (e.g., node 1484).

Each node having the leaf node type may be linked to a
bucket. The bucket may represent the subset of the plurality of
rules represented by the leaf node. For example, each leaf
node 1486a-d of the tree 1482 points to a bucket, such as
1483 a-d. Each bucket may include one or more bucket entries
1487. A leaf node may include bucket information that may
be used to locate the bucket entries or a bucket list of entries.
A bucket entry may be a pointer to rule (1488), or a pointer
(1489) to a set of rules (1490). According to embodiments
disclosed herein, a compiler for building the decision tree
structure 1481 may identify bucket duplication or node dupli-
cation in the decision tree structure 1481.

By identifying bucket duplication, embodiments disclosed
herein may link one or more leaf nodes to a same bucket, thus
reducing a number of buckets needed in the decision tree
structure. If a bucket needs to be created for a leaf, embodi-
ments disclosed herein a check may be made ifa bucket needs
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to be created for a leaf. The check may be made against an
existing set of unique buckets to avoid duplicates that occupy
space in memory. Operations for checking for bucket dupli-
cation may be improved according to embodiments disclosed
herein by using a hash based on a number of rules in a bucket
and the rule numbers within the bucket, thus, avoiding a linear
check that may require more operations to perform.

By identifying node duplication (e.g., node duplication),
embodiments disclosed herein may link a node to a subtree of
another node, such as a subtree 1412, instead of creating a
duplicate instance of the subtree 1412 in the decision tree
1482. Embodiments disclosed herein hash a sub-tree using
hash computations (e.g., MDS5, SHA-1, SHAZ2 etc.) enabling
a duplicate check to be performed with less operations as
compared to comparing sub-trees on a node-by-node basis.

As leaf nodes are created, the leaf nodes are linked to
buckets. To prevent bucket duplication, embodiments dis-
closed herein may determine whether or not an existing
unique bucket may be linked to the leaf node created instead
of allocating a new bucket for the leaf node that may be a
duplicate of an existing bucket. Embodiments disclosed
herein may identify whether or not an existing unique bucket
is a duplicate of a bucket in an efficient manner, with minimal
operations needed to identify the bucket duplication.
Embodiments disclosed herein may employ normalization
and hash computation to reduce a number of operations
needed for identifying both bucket and node duplication.

According to embodiments disclosed herein, the buckets
1483 a-d may be unique buckets each associated with a unique
hash value. Hash values may be based on a hash computation,
such as MD5, SHA-1, SHA-2, or any other suitable hash
computation.

A hash computation for bucket duplication may include
generating a hash value from a total number of rules in a
bucket and rule numbers of the rules in the bucket. Rule
numbers may be an index, pointer, or other suitable indirec-
tion for identifying the rule in the plurality of rules 1485, or a
normalized value of the rule.

A hash computation for node duplication may include gen-
erating a hash value from a total number of rules of a node,
rule numbers of the rules of the node, and values of the rules
normalized to a region of the node.

A hash computation is deterministic such that if two hash
values generated from a same hash function are different, the
two values input to the hash computation may be deemed
different. As such, a hash computation does not generate false
negatives. However, a hash computation may generate false
positives (also referred to herein as a hash collision, or a
collision). For example, two different values input to the same
hash function may generate a same hash value. Embodiments
disclosed herein enable validation to discern whether or not
multiple input values generation a same hash value are indeed
different, to validate whether or not bucket or node duplica-
tion may be present.

Validation may include a linear comparison of the content
of'the bucket or node identified as a possible duplicate in order
to determine whether or not a false positive exists. For
example, bucket duplication may be validated by a linear
comparison of the rules in the buckets. Node duplication may
be validated by a linear comparison of each child included in
sibling lists of multiple nodes identified as possible duplica-
tion. Embodiments disclosed herein may traverse lists, such
as bucket lists of rules or sibling lists of nodes, that may be
link lists to the content (e.g., rules, siblings) being compared
in the linear comparison. If a linear comparison indicates that
the elements compared match, a determination of bucket or
node duplication may be made.
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According to one embodiment, hash values 1410 associ-
ated with the unique buckets 1483a-d may be stored in the
decision tree structure 1481. The hash values 1410 may be
stored in a binary tree, linear list, or in any other suitable
manner. According to another embodiment, the unique buck-
ets 1483a-d may be stored in a bucket database 1420. The
hash values 1410 may enable duplicate buckets to be identi-
fied with speed and efficiency.

Embodiments disclosed herein may check if a unique
bucket exists before allocating a bucket for the leaf node by
walking a list of hash values 1410 associated with the unique
buckets 1483a-d to identify bucket duplication. Bucket dupli-
cation may be identified by computing a hash value for a leaf
node and checking whether or not a unique bucket exists
having the hash value computed. The hash value computed
may based on rules of a leaf node normalized to the region
covered by the leaf node.

Rules may be normalized against nodes so that when a rule
occupies the same portion of two sibling nodes, it may gen-
erate the same hash value for both siblings. For node dupli-
cation identification, normalization may be done for each
field of each rule, based on a field type. A field type may be a
non-mask field or a mask field. For a non-mask field type,
nodes and rules are represented as ranges. For such fields, a
rule may be intersected with the node’s range, and the node’s
lower limit may be subtracted from both the rule’s lower and
upper limits to compute an intersection region. The intersec-
tion region may be used for generating the hash value.

For a mask field type, both nodes and rules are represented
as descriptions. Descriptions may be bitstrings, such as a
six-bit string ‘110xx0,” that includes ones, zeros, and don’t-
care bits. A bitstring may include ones, zeros, and don’t care
bits, of any combination thereof, to define all possible values
for the node or the rule. A bitstring may be any number of bits.
In the example, the six-bit string specifies that two of the bits
must be 1s, two of the bits must be Os, and two of the bits are
don’t care bits that may be enumerated as ones and zeros to
determine all possible values. For example the bitstring
‘110xx0> may be enumerated as having values 110000,
110010, 110100, and 110110.

A rule may be normalized to a node by intersecting the rule
description with the node description. Intersecting the leaf
node’s description for the field with the rule’s description for
the field on a bit-by-bit basis may include applying a set of
intersection rules. The set of intersection rules may include a
don’t-care bit intersected with another don’t-care bit yields
the don’t-care bit, a value intersected with an equal value
yields the value, the don’t-care bit intersected with the value
yields the value, and the value intersected with an unequal
value yields an empty intersection. The intersected descrip-
tion may be used for the hash computation.

By employing a hash based bucket duplication determina-
tion, a number of operations needed to check for bucket
duplication may be on the order O(log N), where N is the
number of unique buckets (e.g., the number of hash values in
the list).

In contrast, alternative bucket duplication methods may
require more operations to identify bucket or node duplica-
tion because such alternatives may perform a linear compari-
son of the rules of the leaf node to the rules of all buckets.
Such an alternative may result in X*N*Y operations, where N
represents the number of buckets being searched, X repre-
sents an average number of rules for the N buckets, and Y
represents a number of rules of the leaf node.

FIG. 15A shows an example embodiment of a graph 1540
of a rule normalized to a region. A child node, such as a leaf
node, may have a region 1542 bounded in the search space
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1548 by cutlines 1550a-d of a corresponding parent node. In
the example embodiment, the leaf node may include R1 1544
that has a range of 12-16 in the X direction and 8-10 in the Y
direction. A normalized R1 1544 is shown as R1' 1546 having
a range of 4-8 in the X direction and 0-2 in the Y direction.

FIG. 15B shows an example embodiment of a graph 1560
of a rule normalized to regions of nodes. The graph 1560
shows a search space 1562 and a rule 1564 that is present is in
child nodes 1566a-d created from cutlines 1570a-c. The rule
1564 may be normalized according to boundaries of the child
nodes 1566a-d. For example, the rule 1564 normalized
against the child node 15664 is shown as the hashed region
1568 and the rule 1564 normalized against the child node
15664 is shown by the speckled region 1572.

FIG. 15D is block diagram of an example embodiment of a
root node cut into 8 children (1500). The root node 1502
represents a plurality of rules of a search space 1506 used for
packet classification (e.g., an entire set of rules that may be
used for key matching). The search space 1506 of the example
embodiment includes rules R1, R2, and R3. The root node
1502 has been cut into 8 child nodes 15044-%. The child nodes
1504g and 1504/ have no rules and the child nodes 15044a-f
are non-leaf nodes linked to subtrees 1508a-f. Although sub-
trees 1508b-¢ each include rules R1, R2, and R3, only sub-
trees 1508¢ and 15084 are duplicates as described below.

FIG. 15D is block diagram of an example embodiment of a
root node cut into 8 children (1500). The root node 1502
represents a plurality of rules 1506 of a search space used for
packet classification (e.g., an entire set of rules that may be
used for key matching). The search space 1506 of the example
embodiment includes rules R1, R2, and R3. The root node
1502 has been cut into 8 child nodes 15044-%. The child nodes
1504g and 1504/ have no rules and the child nodes 15044a-f
are non-leaf nodes linked to subtrees 1508a-f. Although sub-
trees 1508b-¢ each include rules R1, R2, and R3, only sub-
trees 1508¢ and 15084 are duplicates as described below.

FIG. 16 is a flow diagram of an example embodiment of a
method for building a decision tree structure (1600). The
method may begin (1602) and may build the decision tree
structure representing a plurality of rules using a classifier
table having the plurality of rules (1604). The plurality of
rules may have at least one field. The method may include a
plurality of nodes in the decision tree structure, each node
may represent a subset of the plurality of rules. Each node
may have a leaf node type or a non-leaf node type. The
method may link each node having the leaf node type to a
bucket (1606). Each node having the leaf node type may be a
leafnode. The bucket may represent the subset of the plurality
of rules represented by the leaf node. The method may cut
each node having the non-leaf node type on one or more
selected bits of a selected one or more fields of the at least one
field creating one or more child nodes (1608). The one or
more child node created may have the non-leaf node type or
the leaf node type. Each node cut may be a parent node of the
one or more child nodes created. The one or more child nodes
created may represent one or more rules of the parent node.
The method may identify duplication in the decision tree
structure (1610). The method may modify the decision tree
structure based on the identified duplication (1612). The
method may store the modified decision tree structure (1614)
and the method thereafter ends (1616) in the example
embodiment.

FIG. 17 is an example embodiment of a method for iden-
tifying bucket duplication (1700) for a leaf node. The method
may begin (1702) and compute a hash value based on each
rule and a total number of rules represented by the leaf node
(1706). The method may compare the hash value computed to
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hash values associated with unique buckets (1708). The
method may check if the comparison yields a match (1710). If
no, the method may identify no bucket duplication (1712) and
the method thereafter ends (1714) in the example embodi-
ment. If the check at (1710) is yes, the method may validate
the comparison (1716) to provide either a confirmed or a
non-confirmed result of the comparison (1718). If the con-
firmed result is provided, the method may identity bucket
duplication (1720) and the method thereafter ends (1714) in
the example embodiment. If the non-confirmed result is pro-
vided, the method may identify no bucket duplication (1712)
and the method thereafter ends (1714) in the example
embodiment.

FIG. 18 is a flow diagram of an example embodiment for
modifying the decision tree structure based on the identified
duplication (1800). The method may begin (1802) and check
if bucket duplication is identified (1804). If yes, the method
may link the leaf node to a unique bucket based on bucket
duplication being identified (1806) and the method thereafter
ends (1814) in the example embodiment. If no, the method
may create a new bucket representing the subset of the plu-
rality of rules represented by the leafnode (1808), link the leaf
node to the new bucket created (1810), and associate the hash
value computed for the leaf node with the new bucket created
(1812) and the method thereafter ends (1814) in the example
embodiment.

FIG. 19 is a flow diagram of an example embodiment for
validating a comparison (1900). The method may begin
(1902) and performing a linear comparison between each rule
of the leaf node and rules of a given bucket (1904). The
method may check ifthe linear comparison is a match (1906).
If yes, the method may provide the confirmed result (1908)
and the method thereafter ends (1910) in the example
embodiment. If no, the method may provide the non-con-
firmed result (1912) and the method thereafter ends (1910) in
the example embodiment.

FIG. 20 is flow diagram of an embodiment for normalizing
a field (2000). The method may start (2002) and check if field
type for the field is a non-mask field type (2004). A non-mask
field may be defined as a field for which all possible values are
contiguous and may be represented by one range. For
example, a non-mask field, such a binary 101x field, may have
a contiguous range of 1010b to 1011b to capture all possible
values. A mask-field may be defined as a field for which all
possible values may not be contiguous and cannot be repre-
sented by a single range and hence needs an arbitrary mask to
represent it. For example, a mask field, such as 1x1x in binary,
may have 1010b, 1011b, 1110b, and 1111b for all possible
values, and, thus, need two contiguous ranges to capture all
possible values. If yes, the method may normalize the field by
intersecting the field with the leaf node’s range for the field
(2006) and subtract a lower limit of the leaf node’s range for
the field from the lower and upper limits of the intersection to
compute a normalized region (2008). The method may com-
pute the hash value based on the normalized region computed
(2010) and the method thereafter ends (2012) in the example
embodiment. If at (2004) the check for the field type being the
non-mask type is no, the field type is a mask field type, and the
method may normalize by intersecting the leaf node’s
description for the field with the rule’s description for the field
on a bit-by-bit basis to compute a normalized region (2014)
and the hash value computed may be based on the normalized
region computed (2010) and the method thereafter ends
(2012) in the example embodiment.

FIG. 21 is flow diagram of an embodiment of a method for
identifying node duplication for a level of the decision tree
(2100). The method may begin (2102) and normalizing each
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rule of the one or more rules represented by child nodes
having a same parent node to a respective range for a respec-
tive child node (2104). Child nodes having the same parent
node may be siblings. Normalizing each rule of the one or
more rules represented by the sibling may include for each
rule, normalizing each field of the at least one field of the rule
against the sibling’s range for the field. Normalizing each
field of the at least one field of the rule against the sibling’s
range for the field may be based on a field type of the field.

Ifthe field type is a non-mask field type, normalization may
includes intersecting the field with the sibling’s range for the
field and subtracting a lower limit of the sibling’s range for
the field from the lower and upper limits of the intersection to
compute a normalized region. The hash value computed may
be based on the normalized region computed. If the field type
is a mask field type, normalization may include intersecting
the sibling’s description for the field with the rule’s descrip-
tion for the field on a bit-by-bit basis to compute a normalized
region. The hash value computed may be based on the nor-
malized region computed.

The sibling’s description and the rule’s description for the
field may be bitstrings representing the possible values for the
field by designating each bit of a respective bitstring as a zero,
one, or don’t care value. A don’t care value may be enumer-
ated as a zero and a one for purposes of determining the
possible values. Intersecting the sibling’s description for the
field with the rule’s description for the field on a bit-by-bit
basis may include applying a set of intersection rules. The set
of intersection rules may include: a don’t-care bit intersected
with another don’t-care bit yields the don’t-care bit, a value
intersected with an equal value yields the value, the don’t-
care bit intersected with the value yields the value, and the
value intersected with an unequal value yields an empty inter-
section.

The method may compute a hash value for each sibling
from the normalized one or more rules of the sibling and a
total number of the one or more rules represented by the
sibling (2106). The method may compare the computed hash
values for the siblings (2108). The method may check if the
computed hash values are equal (2110). If no, the method may
identify no node duplication (2112) and the method thereafter
ends (2120) in the example embodiment. If yes, the method
may validate the comparison to provide either a confirmed or
a non-confirmed result of the comparison (2114).

Validating the comparison may include performing a linear
comparison between each of the normalized one or more
rules represented by the sibling and normalized rules repre-
sented by another sibling having the same computed hash
value. The method may provide the confirmed result based on
an exact match of the performed linear comparison and may
provide the non-confirmed result based on a non-exact match
of the performed linear comparison.

The method may check if the confirmed result is provided
(2116). If yes, the method may identify a duplicate node
(2118) and the method thereafter ends (2120) in the example
embodiment. If no, the method may identify no node dupli-
cation (2112) and the method thereafter ends (2120) in the
example embodiment.

FIG. 22 is a flow diagram of an example embodiment of a
method for modifying the decision tree structure based on the
identified duplication (2200). The method may begin (2202)
and check if node duplication is identified (2204). If yes, the
method may link a sibling to a same subtree linked to the
identified duplicate node (2206) and the method thereafter
ends (2212) in the example embodiment. If no, the method
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may create a new subtree (2208) and link the sibling to the
new subtree (2210) and the method thereafter ends (2212) in
the example embodiment.

It should be understood that the block, flow, network dia-
grams may include more or fewer elements, be arranged
differently, or be represented differently. It should be under-
stood that implementation may dictate the block, flow, net-
work diagrams and the number of block, flow, network dia-
grams illustrating the execution of embodiments described
herein.

It should be understood that elements of the block, flow,
network diagrams described above may be implemented in
software, hardware, or firmware. In addition, the elements of
the block, flow, network diagrams described above may be
combined or divided in any manner in software, hardware, or
firmware. If implemented in software, the software may be
written in any language that can support the embodiments
disclosed herein. The software may be stored on any form of
computer readable medium, such as random access memory
(RAM), read only memory (ROM), compact disk read only
memory (CD-ROM), and other non-transitory forms of com-
puter readable medium. In operation, a general purpose or
application specific processor loads and executes the software
in a manner well understood in the art.

While this invention has been particularly shown and
described with references to example embodiments thereof, it
will be understood by those skilled in the art that various
changes in form and details may be made therein without
departing from the scope of the invention encompassed by the
appended claims.

What is claimed is:

1. A method comprising:

building a decision tree structure representing a plurality of
rules using a classifier table having the plurality of rules,
the plurality of rules having at least one field;

including a plurality of nodes in the decision tree structure,
each node representing a subset of the plurality of rules,
each node having a leaf node type or a non-leaf node
type;

linking each node having the leaf node type to a bucket,
each node having the leaf node type being a leaf node,
the bucket representing the subset of the plurality of
rules represented by the leaf node;

cutting each node having the non-leaf node type on one or
more selected bits of a selected one or more fields of the
atleast one field creating one or more child nodes having
the non-leaf node type or the leaf node type, each node
cut being a parent node of the one or more child nodes
created, the one or more child nodes created represent-
ing one or more rules of the parent node;

identifying duplication in the decision tree structure;

modifying the decision tree structure based on the identi-
fied duplication; and

storing the modified decision tree structure.

2. The method of claim 1 wherein identifying duplication

includes, for each leaf node:

computing a hash value based on each rule and a total
number of rules represented by the leaf node;

comparing the hash value computed to hash values associ-
ated with unique buckets and identifying no bucket
duplicationifnone of the hash values associated with the
unique buckets match the hash value computed;

validating the comparison if a given hash value associated
with a given bucket of the unique buckets matches the
hash value computed to provide either a confirmed or a
non-confirmed result of the comparison; and
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identifying bucket duplication based on the confirmed
result being provided and identifying no bucket dupli-
cation based on the non-confirmed result being pro-
vided.

3. The method of claim 2 wherein moditying the decision
tree structure based on the identified duplication includes:

linking the leaf node to the given bucket based on bucket

duplication being identified; and

creating a new bucket representing the subset of the plu-

rality of rules represented by the leaf node, linking the
leaf node to the new bucket created, and associating the
hash value computed with the new bucket created based
on no bucket duplication being identified.

4. The method of claim 2 wherein validating the compari-
son includes:

performing a linear comparison between each rule of the

leaf node and rules of the given bucket; and

providing the confirmed result based on an exact match of

the performed linear comparison and providing the non-
confirmed result based on a non-exact match of the
performed linear comparison.

5. The method of claim 2 further including maintaining a
list of all unique buckets linked to leaf nodes, wherein unique
buckets are allocated buckets associated with unique hash
values.

6. The method of claim 5 further including storing the
unique buckets in a bucket database.

7. The method of claim 5 further including storing the
unique hash values in the decision tree structure.

8. The method of claim 2 wherein normalizing each field of
the at least one field of the rule against the leaf node’s range
for the field is based on a field type of the field.

9. The method of claim 8 wherein if the field type is a
non-mask field type, normalization includes:

intersecting the field with the leaf node’s range for the field

and subtracting a lower limit of the leafnode’s range for
the field from the lower and upper limits of the intersec-
tion to compute a normalized region, wherein the hash
value computed is based on the normalized region com-
puted.

10. The method of claim 8 wherein if the field type is a
mask field type, normalization includes intersecting the leaf
node’s description for the field with the rule’s description for
the field on a bit-by-bit basis to compute a normalized region,
wherein the hash value computed is based on the normalized
region computed.

11. The method of claim 10 wherein the leaf node’s
description and the rule’s description for the field are bit-
strings representing the possible values for the field by des-
ignating each bit of a respective bitstring as a zero, one, or
don’t care value and further wherein a don’t care value may be
enumerated as a zero and a one for purposes of determining
the possible values.

12. The method of claim 11 wherein intersecting the leaf
node’s description for the field with the rule’s description for
the field on a bit-by-bit basis includes applying a set of inter-
section rules including: a don’t-care bit intersected with
another don’t-care bit yields the don’t-care bit, a value inter-
sected with an equal value yields the value, the don’t-care bit
intersected with the value yields the value, and the value
intersected with an unequal value yields an empty intersec-
tion.

13. The method of claim 1 wherein identifying duplication
includes:

for each level of the decision tree, normalizing each rule of

the one or more rules represented by child nodes having
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a same parent node to a respective rule range for a
respective child node, child nodes having the same par-
ent node being siblings;
computing a hash value for each sibling from the normal-
ized one or more rules of the sibling and a total number
of the one or more rules represented by the sibling;

comparing the computed hash values for the siblings and
identifying no node duplication based on no computed
hash values being compared equal;

validating the comparison based on a computed hash value

for a sibling being compared equal to a computed hash
value for another sibling to provide either a confirmed or
a non-confirmed result of the comparison; and
identifying a duplicate node based on the confirmed result
being provided and identifying no node duplication
based on the non-confirmed result being provided.

14. The method of claim 13 wherein modifying the deci-
sion tree structure based on the identified duplication
includes:

linking the sibling to a same subtree linked to the identified

duplicate node based on the duplicate node being iden-
tified; and

creating a new subtree and linking the sibling to the new

subtree based on no node duplication being identified.

15. The method of claim 13 wherein validating the com-
parison includes:

performing a linear comparison between each of the nor-

malized one or more rules represented by the sibling and
normalized rules represented by another sibling having
the computed hash value; and

providing the confirmed result based on an exact match of

the performed linear comparison and providing the non-
confirmed result based on a non-exact match of the
performed linear comparison.

16. The method of claim 13 wherein normalizing each rule
of the one or more rules represented by the sibling includes
for each rule, normalizing each field of the at least one field of
the rule against the sibling’s range for the field.

17. The method of claim 16 wherein normalizing each field
of'the at least one field of the rule against the sibling’s range
for the field is based on a field type of the field.

18. The method of claim 17 wherein if the field type is a
non-mask field type, normalization includes:

intersecting the field with the sibling’s range for the field

and subtracting a lower limit of the sibling’s range for
the field from the lower and upper limits of the intersec-
tion to compute a normalized region, wherein the hash
value computed is based on the normalized region com-
puted.

19. The method of claim 17 wherein if the field type is a
mask field type, normalization includes intersecting the sib-
ling’s description for the field with the rule’s description for
the field on a bit-by-bit basis to compute a normalized region,
wherein the hash value computed is based on the normalized
region computed.

20. The method of claim 19 wherein the sibling’s descrip-
tion and the rule’s description for the field are bitstrings
representing the possible values for the field by designating
each bit of a respective bitstring as a zero, one, or don’t care
value and further wherein a don’t care value may be enumer-
ated as a zero and a one for purposes of determining the
possible values.

21. The method of claim 20 wherein intersecting the sib-
ling’s description for the field with the rule’s description for
the field on a bit-by-bit basis includes applying a set of inter-
section rules including: a don’t-care bit intersected with
another don’t-care bit yields the don’t-care bit, a value inter-
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sected with an equal value yields the value, the don’t-care bit
intersected with the value yields the value, and the value
intersected with an unequal value yields an empty intersec-
tion.

22. An apparatus comprising:

a memory;

a processor coupled to the memory, the processor config-

ured to:

build a decision tree structure representing a plurality of

rules using a classifier table having the plurality of rules,
the plurality of rules having at least one field;

include a plurality of nodes in the decision tree structure,

each node representing a subset of the plurality of rules,
each node having a leaf node type or a non-leaf node
type;

link each node having the leaf node type to a bucket, each

node having the leaf node type being a leaf node, the
bucket representing the subset of the plurality of rules
represented by the leaf node;

cut each node having the non-leaf node type on one or more

selected bits of a selected one or more fields of the at
least one field creating one or more child nodes having
the non-leaf node type or the leaf node type, each node
cut being a parent node of the one or more child nodes
created, the one or more child nodes created represent-
ing one or more rules of the parent node;

identify duplication in the decision tree structure;

modify the decision tree structure based on the identified

duplication; and

store the modified decision tree structure.

23. The apparatus of claim 22 wherein to identifying dupli-
cation the processor is further configured to, for each leaf
node:

compute a hash value based on each rule and a total number

of rules represented by the leaf node;

compare the hash value computed to hash values associ-

ated with unique buckets and identifying no bucket
duplication if none of the hash values associated with the
unique buckets match the hash value computed;
validate the comparison if a given hash value associated
with a given bucket of the unique buckets matches the
hash value computed to provide either a confirmed or a
non-confirmed result of the comparison; and
identify bucket duplication based on the confirmed result
being provided and identifying no bucket duplication
based on the non-confirmed result being provided.

24. The apparatus of claim 23 wherein to modify the deci-
sion tree structure based on the identified duplication the
processor is further configured to:

link the leaf node to the given bucket based on bucket

duplication being identified; and

create a new bucket representing the subset of the plurality

of rules represented by the leaf node, linking the leaf
node to the new bucket created, and associate the hash
value computed with the new bucket created based on no
bucket duplication being identified.

25. The apparatus of claim 23 wherein to validate the
comparison the processor is further configured to:

perform a linear comparison between each rule of the leaf

node and rules of the given bucket; and

provide the confirmed result based on an exact match of the

performed linear comparison and providing the non-
confirmed result based on a non-exact match of the
performed linear comparison.

26. The apparatus of claim 23 wherein the processor is
further configured to maintain a list of all unique buckets
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linked to leaf nodes, wherein unique buckets are allocated
buckets associated with unique hash values.

27. The apparatus of claim 26 wherein the processor is
further configured to store the unique buckets in a bucket
database.

28. The apparatus of claim 26 wherein the processor is
further configured to store the unique hash values in the
decision tree structure.

29. The apparatus of claim 23 wherein the processor is
further configured to normalize each field of the at least one
field of the rule against the leaf node’s range for the field is
based on a field type of the field.

30. The apparatus of claim 29 wherein if the field type is a
non-mask field type, the processor is further configured to:

intersect the field with the leaf node’s range for the field

and subtract a lower limit of the leaf node’s range for the
field from the lower and upper limits of the intersection
to compute a normalized region, wherein the hash value
computed is based on the normalized region computed.

31. The apparatus of claim 29 wherein if the field type is a
mask field type, the processor is further configured to inter-
sect the leaf node’s description for the field with the rule’s
description for the field on a bit-by-bit basis to compute a
normalized region, wherein the hash value computed is based
on the normalized region computed.

32. The apparatus of claim 31 wherein the leaf node’s
description and the rule’s description for the field are bit-
strings representing the possible values for the field by des-
ignating each bit of a respective bitstring as a zero, one, or
don’t care value and further wherein a don’t care value may be
enumerated as a zero and a one for purposes of determining
the possible values.

33. The apparatus of claim 31 wherein to intersect the leaf
node’s description for the field with the rule’s description for
the field on a bit-by-bit basis the processor is further config-
ured to apply a set of intersection rules including: a don’t-care
bit intersected with another don’t-care bit yields the don’t-
care bit, a value intersected with an equal value yields the
value, the don’t-care bit intersected with the value yields the
value, and the value intersected with an unequal value yields
an empty intersection.

34. The apparatus of claim 22 wherein to identify duplica-
tion the processor is further configured:

for each level of the decision tree, normalize each rule of

the one or more rules represented by child nodes having
a same parent node to a respective rule range for a
respective child node, child nodes having the same par-
ent node being siblings;

compute a hash value for each sibling from the normalized

one or more rules of the sibling and a total number of the
one or more rules represented by the sibling;

compare the computed hash values for the siblings and

identifying no node duplication based on no computed
hash values being compared equal;
validate the comparison based on a computed hash value
for a sibling being compared equal to a computed hash
value for another sibling to provide either a confirmed or
a non-confirmed result of the comparison; and

identify a duplicate node based on the confirmed result
being provided and identifying no node duplication
based on the non-confirmed result being provided.

35. The apparatus of claim 34 wherein to modifying the
decision tree structure based on the identified duplication the
processor is further configured:

link the sibling to a same subtree linked to the identified

duplicate node based on the duplicate node being iden-
tified; and
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create a new subtree and linking the sibling to the new

subtree based on no node duplication being identified.

36. The apparatus of claim 34 wherein to validate the
comparison the processor is further configured to:

perform a linear comparison between each of the normal-

ized one or more rules represented by the sibling and
normalized rules represented by another sibling having
the computed hash value; and

provide the confirmed result based on an exact match of the

performed linear comparison and providing the non-
confirmed result based on a non-exact match of the
performed linear comparison.

37. The apparatus of claim 34 wherein to normalize each
rule of the one or more rules represented by the sibling the
processor is further configured to, for each rule, normalize
each field of the at least one field of the rule against the
sibling’s range for the field.

38. The apparatus of claim 37 wherein the processor is
further configured to normalize each field of the at least one
field of the rule against the sibling’s range for the field based
on a field type of the field.

39. The apparatus of claim 38 wherein if the field type is a
non-mask field type, the processor is further configured to:

intersect the field with the sibling’s range for the field and

subtract a lower limit of the sibling’s range for the field
from the lower and upper limits of the intersection to
compute a normalized region, wherein the hash value
computed is based on the normalized region computed.

40. The apparatus of claim 38 wherein if the field type is a
mask field type, to normalize the processor is further config-
ured to intersect the sibling’s description for the field with the
rule’s description for the field on a bit-by-bit basis to compute
a normalized region, wherein the hash value computed is
based on the normalized region computed.

41. The apparatus of claim 40 wherein the sibling’s
description and the rule’s description for the field are bit-
strings representing the possible values for the field by des-
ignating each bit of a respective bitstring as a zero, one, or
don’t care value and further wherein a don’t care value may be
enumerated as a zero and a one for purposes of determining
the possible values.

42. The apparatus of claim 40 wherein intersecting the
sibling’s description for the field with the rule’s description
for the field on a bit-by-bit basis includes applying a set of
intersection rules including: a don’t-care bit intersected with
another don’t-care bit yields the don’t-care bit, a value inter-
sected with an equal value yields the value, the don’t-care bit
intersected with the value yields the value, and the value
intersected with an unequal value yields an empty intersec-
tion.

43. A non-transitory computer-readable medium having
encoded thereon a sequence of instructions which, when
loaded and executed by a processor, causes the processor to:

build a decision tree structure representing a plurality of

rules using a classifier table having the plurality of rules,
the plurality of rules having at least one field;

include a plurality of nodes in the decision tree structure,

each node representing a subset of the plurality of rules,
each node having a leaf node type or a non-leaf node
type;

link each node having the leaf node type to a bucket, each

node having the leaf node type being a leaf node, the
bucket representing the subset of the plurality of rules
represented by the leaf node;

cut each node having the non-leaf node type on one or more

selected bits of a selected one or more fields of the at
least one field creating one or more child nodes having
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the non-leaf node type or the leaf node type, each node
cut being a parent node of the one or more child nodes
created, the one or more child nodes created represent-
ing one or more rules of the parent node;

identify duplication in the decision tree structure;

modify the decision tree structure based on the identified

duplication; and

store the modified decision tree structure.

44. The non-transitory computer-readable medium of
claim 43 wherein to identifying duplication the sequence of
instructions further causes the processor to, for each leaf
node:

compute a hash value based on each rule and a total number

of rules represented by the leaf node;

compare the hash value computed to hash values associ-

ated with unique buckets and identifying no bucket
duplicationifnone of the hash values associated with the
unique buckets match the hash value computed;
validate the comparison if a given hash value associated
with a given bucket of the unique buckets matches the
hash value computed to provide either a confirmed or a
non-confirmed result of the comparison; and
identify bucket duplication based on the confirmed result
being provided and identifying no bucket duplication
based on the non-confirmed result being provided.

45. The non-transitory computer-readable medium of
claim 44 wherein to modify the decision tree structure based
on the identified duplication the sequence of instructions
further causes the processor to:

link the leaf node to the given bucket based on bucket

duplication being identified; and

create a new bucket representing the subset of the plurality

of rules represented by the leaf node, linking the leaf
node to the new bucket created, and associate the hash
value computed with the new bucket created based on no
bucket duplication being identified.

46. The non-transitory computer-readable medium of
claim 44 wherein to validate the comparison the sequence of
instructions further causes the processor to:

perform a linear comparison between each rule of the leaf

node and rules of the given bucket; and

provide the confirmed result based on an exact match of the

performed linear comparison and providing the non-
confirmed result based on a non-exact match of the
performed linear comparison.

47. The non-transitory computer-readable medium of
claim 44 wherein the sequence of instructions further causes
the processor to maintain a list of all unique buckets linked to
leaf nodes, wherein unique buckets are allocated buckets
associated with unique hash values.

48. The non-transitory computer-readable medium of
claim 47 wherein the sequence of instructions further causes
the processor to store the unique buckets in a bucket database.

49. The non-transitory computer-readable medium of
claim 47 wherein the sequence of instructions further causes
the processor to store the unique hash values in the decision
tree structure.

50. The non-transitory computer-readable medium of
claim 44 wherein the sequence of instructions further causes
the processor to normalize each field of the at least one field
of the rule against the leaf node’s range for the field is based
on a field type of the field.

51. The non-transitory computer-readable medium of
claim 50 wherein if the field type is a non-mask field type, the
sequence of instructions further causes the processor to:

intersect the field with the leaf node’s range for the field

and subtract a lower limit of the leaf node’s range for the
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field from the lower and upper limits of the intersection
to compute a normalized region, wherein the hash value
computed is based on the normalized region computed.

52. The non-transitory computer-readable medium of
claim 50 wherein if the field type is a mask field type, the
sequence of instructions further causes the processor to inter-
sect the leaf node’s description for the field with the rule’s
description for the field on a bit-by-bit basis to compute a
normalized region, wherein the hash value computed is based
on the normalized region computed.

53. The non-transitory computer-readable medium of
claim 52 wherein the leaf node’s description and the rule’s
description for the field are bitstrings representing the pos-
sible values for the field by designating each bit of a respec-
tive bitstring as a zero, one, or don’t care value and further
wherein a don’t care value may be enumerated as a zero and
a one for purposes of determining the possible values.

54. The non-transitory computer-readable medium of
claim 52 wherein to intersect the leaf node’s description for
the field with the rule’s description for the field on a bit-by-bit
basis the sequence of instructions further causes the processor
to apply a set of intersection rules including: a don’t-care bit
intersected with another don’t-care bit yields the don’t-care
bit, a value intersected with an equal value yields the value,
the don’t-care bit intersected with the value yields the value,
and the value intersected with an unequal value yields an
empty intersection.

55. The non-transitory computer-readable medium of
claim 43 wherein to identify duplication the processor is
further configured:

for each level of the decision tree, normalize each rule of

the one or more rules represented by child nodes having
a same parent node to a respective rule range for a
respective child node, child nodes having the same par-
ent node being siblings;

compute a hash value for each sibling from the normalized

one or more rules of the sibling and a total number of the
one or more rules represented by the sibling;

compare the computed hash values for the siblings and

identifying no node duplication based on no computed
hash values being compared equal;
validate the comparison based on a computed hash value
for a sibling being compared equal to a computed hash
value for another sibling to provide either a confirmed or
a non-confirmed result of the comparison; and

identify a duplicate node based on the confirmed result
being provided and identifying no node duplication
based on the non-confirmed result being provided.

56. The non-transitory computer-readable medium of
claim 55 wherein to modifying the decision tree structure
based on the identified duplication the processor is further
configured:

link the sibling to a same subtree linked to the identified

duplicate node based on the duplicate node being iden-
tified; and

create a new subtree and linking the sibling to the new

subtree based on no node duplication being identified.

57. The non-transitory computer-readable medium of
claim 55 wherein to validate the comparison the sequence of
instructions further causes the processor to:

perform a linear comparison between each of the normal-

ized one or more rules represented by the sibling and
normalized rules represented by another sibling having
the computed hash value; and

provide the confirmed result based on an exact match of the

performed linear comparison and providing the non-
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confirmed result based on a non-exact match of the
performed linear comparison.

58. The non-transitory computer-readable medium of
claim 55 wherein to normalize each rule of the one or more
rules represented by the sibling the sequence of instructions
further causes the processor to, for each rule, normalize each
field of the at least one field of the rule against the sibling’s
range for the field.

59. The non-transitory computer-readable medium of
claim 58 wherein the sequence of instructions further causes
the processor to normalize each field of the at least one field
of' the rule against the sibling’s range for the field based on a
field type of the field.

60. The non-transitory computer-readable medium of
claim 59 wherein if the field type is a non-mask field type, the
sequence of instructions further causes the processor to:

intersect the field with the sibling’s range for the field and

subtract a lower limit of the sibling’s range for the field
from the lower and upper limits of the intersection to
compute a normalized region, wherein the hash value
computed is based on the normalized region computed.

61. The non-transitory computer-readable medium of

claim 59 wherein if the field type is a mask field type, to
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normalize the sequence of instructions further causes the
processor to intersect the sibling’s description for the field
with the rule’s description for the field on a bit-by-bit basis to
compute a normalized region, wherein the hash value com-
puted is based on the normalized region computed.

62. The non-transitory computer-readable medium of
claim 61 wherein the sibling’s description and the rule’s
description for the field are bitstrings representing the pos-
sible values for the field by designating each bit of a respec-
tive bitstring as a zero, one, or don’t care value and further
wherein a don’t care value may be enumerated as a zero and
a one for purposes of determining the possible values.

63. The non-transitory computer-readable medium of
claim 61 wherein intersecting the sibling’s description for the
field with the rule’s description for the field on a bit-by-bit
basis includes applying a set of intersection rules including: a
don’t-care bit intersected with another don’t-care bit yields
the don’t-care bit, a value intersected with an equal value
yields the value, the don’t-care bit intersected with the value
yields the value, and the value intersected with an unequal
value yields an empty intersection.
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